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Motivation
Idea in Meta Ego-Exo4D Data Collection: Assume we have an AI assistant on the glasses like J.A.R.V.I.S...
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Frame by frame input

Help to fix 
bicycle… 

Check the 
brakes…
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Next lets 

do …
… 
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Why not optimal:

1.  Not active: Rely on user query input 
rather than actively assist

2.  Not long-term: Dense per-frame 
response costs too many tokens

3. Not real-time: Per-frame language
generation is slow
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Why not optimal:

1.  Not active: Rely on user query input 
rather than actively assist

2.  Not long-term: Dense per-frame 
response costs too many tokens

3. Not real-time: Per-frame language
generation is slow

Per-frame 
When to speak 



Demo (audio supported by ChatTTS) 



Streaming in GPT-4o? 
GPT-4o also needs active audio input to assist vision problems



Model Method
Review interleaved vision-language modeling (Ignore user query for simplicity)

1. Training

2. Inference
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Assistant:
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LM Loss LM Loss LM Loss
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Model Method
Interleaved vision-language modeling for streaming input? (Ignore user query for simplicity)

1. Training

2. Streaming Inference

Time

Assistant:
Language 1

Assistant:
Language 2

Assistant:
Language 3

LM Loss LM Loss LM Loss

Time

Assistant: 
…

No output (EOS)
or language output? 



Model Method
The naïve streaming vision-language modeling as multi-turn conversation

1. Interleaved Training

2. Streaming Training

Time
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Language 2

Assistant:
Language 3

LM Loss LM Loss LM Loss

Time
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</s>

Assistant: 
</s>

Assistant: 
…

…

LM Loss LM Loss LM Loss LM Loss



Model Method
Dense streaming frames cost too many unnecessary tokens from conversation template

<|start_header_id|>assistant<|end_header_id|>\n\n<|eot_id|>

5 extra tokens by Llama-3 Tokenizer for every frame

30 FPS, 1min -> 9000 extra tokens!

Time

Assistant: 
</s>

Assistant: 
</s>

Assistant: 
</s>

Assistant: 
…

…

LM Loss LM Loss LM Loss LM Loss



</s></s>

Model Method
Directly learn EOS on each frame

Multiple vision tokens for a frame? We learn the interval token on the last vision token

Assistant:
Language 1

LM Loss</s> Assistant

0 extra tokens!

, , Assistant

, ,



Model Method



Model Method

Delayed 

frames

1. Adjust EOS threshold on 
streaming video frames

2. Continuous KV Cache 
during streaming inference

3. Parallelize the fast frame
encoder and the slow
language model

4. Common acceleration 
tricks, flash-attention, bf-16

Inference pipeline



Data Method
For data collected in a streaming way

Ego4D narration data collection can be regarded

as a streaming dialogue by data annotators.

1. 5-minute video narration to interleaved dialogue;

2.  Use Llama-3-8B-Instruct to refine narration, e.g. C 

does … -> You are …

3.  Learning EOS on intermediate video frames.

A chat between a curious user and an artificial intelligence assistant. 

The assistant gives helpful, detailed, and polite answers to the user's 

questions.

<frame>

USER: You are my AR glass assistant in streaming mode. Help me to 

narrate my view.

ASSISTANT: You are looking at the rope on the floor.</s>

<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,

<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,<frame>

ASSISTANT: You tie the shoe lace on the floor.</s>

<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,<frame>,

<frame>,<frame>,<frame>,<frame>,<frame>

ASSISTANT: You are looking around the room.</s>

…



Data Method
For more common offline video dataset, we prompt LLM to generate streaming dialogue

1.   Randomly insert templated or LLM generated questions 

into the video timeline

2.   Prompting LLM to simulate responses at the timestamps 

in annotations



Data Method
For more common offline video dataset, we prompt LLM to generate streaming dialogue



Experiments
Define metrics for streaming

1. (Offline) LM-PPL: language modeling perplexity given context

2. (Online) TimeDiff: the time difference between expected response time and actual response time

3. (Online) Fluency: the token causal matching ratio with ground-truth tokens



Experiments
Ego4D Streaming Narration



Experiments
Ego4D Streaming Narration



Experiments
Downstreaming Fine-tuning



Experiments
Online Temporal Alignment



Open source
Demo model used data: Ego4D 113k streaming narration and 21k (generated) streaming dialogue

Gradio Demo (CLI is faster, 5~10 FPS for RTX 3090, 10~15 FPS for A100 GPU) 



VideoLLM-online: Online Video Large Language Model for Streaming Video
Paper, Code, Demo, Data

https://showlab.github.io/videollm-online/

感谢聆听！Q&A

https://showlab.github.io/videollm-online/
https://showlab.github.io/videollm-online/
https://showlab.github.io/videollm-online/
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